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Hybrid threats are malign actions conducted by 
a state or non-state actor with the intention of 
influencing the target country’s decision-making 
process. They are conducted using a wide range 
of means and are designed to remain below the 
threshold of both detection and attribution. Hy-
brid threats often exploit interfaces, such as the 
one between the public and private sector. This 
makes detection and an effective response diffi-
cult, increasing the need for cross-sectoral coop-
eration. Electoral interference, which is one such 
hybrid threat, exploits this interface between the 
public and private sector.1  

One way in which malign actors interfere in 
elections is through influence operations, defined 
by the Carnegie Endowment for International 
Peace as “coordinated efforts to influence a target 
audience using a range of illegitimate and de-
ceptive means, in support of the objectives of an 
adversary”. Influence operations use a wide range 
of means, which can include the use of mis- and 
disinformation but can also use truthful informa-
tion, such as releasing material from an opportu-
nistically timed hack and leak.2  

Russian interference in the 2016 US presiden-
tial election highlighted the role of social media 
platforms in spreading influence operations.3  
Consequently, effective cooperation between 
social media companies and governments is par-
amount in countering influence operations and 
electoral interference.  

Many key actors have taken steps to count-
er the spread of influence operations on social 
media platforms. The EU’s Democracy Action 
Plan, released in December 2020, sets out mea-
sures to counter disinformation by introducing 
a co-regulatory framework for online platforms. 
The Democracy Action Plan, in line with the EU’s 
Digital Services Act, will be fully implemented by 
2023.4  Introducing such a regulatory framework 
is an important action that will increase the ac-
countability of online platforms. However, while 
initiatives such as the Democracy Action Plan will 
address existing challenges through regulation, 
the responsibility for resolving operational-level 
challenges associated with detecting influence op-

erations will continue to lie with individual states. 
To this end, governments need to continue to take 
action at the operational level to enable better 
cooperation with social media platforms. 

Focusing on enabling better cooperation be-
tween governments and social media companies 
is important for several reasons. Firstly, the spread 
of influence operations can be challenging for 
governments to monitor as they combine a range 
of tactics to disguise their true intent, and occur 
on social media platforms into which governments 
have limited insight. Secondly, while social media 
companies improved their policies and practices 
to better tackle disinformation after the 2016 US 
election5,  cooperation and information-sharing 
can still be improved. Developing new means of 
cooperation and improving the basic understand-
ing of each other’s processes will be mutually 
beneficial for both governments and social media 
companies. This paper focuses on practical mea-
sures that government practitioners can take to 
smooth cooperation with social media companies 
and duly counter the spread of influence opera-
tions on social media platforms

Over the past two years, Hybrid CoE has 
worked with both governments and social media 
platforms to define and develop best practices 
for cooperation between them. The actions listed 
below are drawn from this programme of work, 
comprising a summary of best practices that have 
been presented, discussed and refined in a series 
of events run by  Hybrid CoE.  

The report is divided into three time periods. 
First, ‘over the horizon’ actions that can be consid-
ered more than a year before an election. Second, 
medium-term actions that can be taken approxi-
mately one year beforehand.  Third, actions that 
can be taken in the final stages of preparation, 
from about six months beforehand to election day 
itself and, where relevant, during the process of 
government formation.

This timeline reflects the different stages of 
preparing for elections, but as countries differ (for 
example in size of government, level of prepared-
ness and resources available), the timings should 
be considered indicative rather than prescriptive.  

Introduction
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+1 year before an election

1. Establishing a baseline of activity provides a
strong basis for decision-making when encounter-
ing influence operations on social media. Setting a
baseline for what constitutes a ‘normal’ day-to-day
quantity of influence operations occurring on social
media is a challenging task. Influence operations
have become endemic, and not all operations can
be prevented. Consequently, there will be some
level of activity on social media regardless of the
proximity of the election.

Setting a baseline means one has to monitor the 
information environment over a longer period of 
time to create a sense of what is a ‘normal’ degree 
of influence operations. Monitoring the information 
environment should be considered an everyday 
activity in government, and baselining should be 
conducted a long time in advance of the election 
to ensure that one has gained an accurate picture 
of the information environment. 

Creating a baseline will help determine whether 
there has been an increase in influence operations 
on social media. It will assist in determining when 
to act and when to contact social media platforms 
to request the removal of content related to infor-
mation operations. Further, when working with the 
social media platforms, it is important to include as 
much relevant evidence as possible, such as data 
showing rapid changes in the level of activity. Base-
lining is crucial in this respect as it provides a point 
of comparison. 

While establishing a baseline is a difficult task, it 
cannot be neglected as it serves an important func-

Establishing good situational awareness within gov-
ernment can enable easier collaboration with the 
private sector. Actions taken ahead of elections to 
baseline ‘normal’ activity are key in deciding when 
to contact social media companies with requests 

for assistance or information. Establishing clear 
government points of contact, such as a govern-
ment fusion cell working on elections, can greatly 
simplify and streamline communications between 
government and social media companies.

tion in alerting government practitioners to unusual 
levels of activity. The RESIST counter-disinfor-
mation toolkit, developed by the UK government 
communication service, offers practical guidance to 
support baselining.6 

2. Creating good open source intelligence
(OSINT) capabilities within government can
improve information-sharing both within gov-
ernment and with social media companies.
Depending on platform restrictions, good open
source intelligence capabilities can help reduce
governments’ dependency on information from
social media companies, enabling them to respond
faster to a developing information operation.
Further, sharing confidential intelligence horizon-
tally within government can be difficult.  Open
source material is easier to share both within gov-
ernment and with private sector representatives.

One should consider whether practitioners who 
do not normally work with OSINT analysis can be 
trained in basic-level OSINT tradecraft to enable 
independent further analysis when encounter-
ing a possible influence operation. This reduces 
the dependency and the demands on a separate 
OSINT team. There is a wide range of OSINT 
tools available.7 Speaking to a peer nation can be 
beneficial for gaining an understanding of which 
OSINT tools peers have found useful. When plan-
ning for the use of OSINT material, one should be 
aware of the fact that many countries have laws 
restricting the government’s use of open source 
intelligence. 

Situational awareness
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1 year before an election

3. Creating a ‘fusion cell’ or ‘task force’ can
support the sharing of information within gov-
ernment. The team should focus primarily on
monitoring the social media environment ahead
of and during the election. One should think lat-
erally about fusion cell membership and consider
including practitioners that don’t come from typ-
ical security ministries and that can put forward a
variety of views within the team. Typically, fusion
cells consist of members of the country’s com-
puter emergency response (CERT) team, strategic
communicators, OSINT analysts, members of the
intelligence community, foreign ministry person-
nel, and staff drawn from the authority in charge
of holding the election.

6 months and closer 
to election day

4. Connecting with government colleagues
monitoring different parts of social media can
provide new insights. Non-security-related
ministries like the Ministry of Education might
monitor social media on a daily basis. These
ministries may be well-rounded in working with
social media, the social media companies, or
have new insights into the topic. One should
consider educating colleagues on influence op-
erations, creating joint warning mechanisms, as
well as appointing points of contact to be used
in case colleagues from non-security-related
ministries encounter behaviour that seems
suspicious.
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+ 1 year before an election

5. Conducting exercises with the private sector
can serve as an opportunity to practise responses.
Exercises in which the private sector is present as
a player have proved to be valuable opportunities
to practise responding to an information operation.
Many exercises in which the private sector partic-
ipates are hosted by international actors such as
Hybrid CoE. The exercises present an opportunity
to familiarize oneself with the way in which other
organizations, such as social media platforms, work
and also provide a useful forum for asking questions
and engaging with the private sector.

6. Mapping themes dividing the electorate is
best performed by connecting with colleagues
in and outside of government. For government
practitioners, staying informed about and aware of
the main adversaries that may try to interfere in an
election is key. Societally divisive themes have pre-
viously been used in influence operations9 because
themes such as immigration, for example, tend to
create aggression and heated debates. Divisive
themes vary from country to country. Consulting
other practitioners, peer nations, researchers and
members of civil society about actors and themes
that may be of relevance in the upcoming election
can be beneficial. Seeking a variety of views can
help to ensure that relevant actors and themes are
monitored.

Influence operations on social media platforms  
are a difficult and technical topic. Conducting 
exercises with the private sector, gaining an un-
derstanding of the policies guiding social media 

platforms8,  and familiarizing decision-makers with 
the threat and the role of social media companies 
will prepare a government to respond more effi-
ciently. 

1 year before an election

7. Studying the thresholds and definitions that
social media companies are using enables ‘gaps’
to be identified and monitored. Social media com-
panies use a range of definitions to characterize
the threat related to influence operations. Many
companies share these characterizations online. It
is beneficial to read them and educate oneself on
how the companies decide what to remove from
their platforms. It is probable that the characteri-
zation of what is acceptable will differ to a greater
or lesser extent from the characterization used by
government. One should consider whether this
causes ‘gaps’ between the two characterizations
that should be monitored.

8. Sensitizing decision-makers, journalists, polit-
ical candidates and parties to the risks that in-
fluence operations pose can make the escalation
process easier. Influence operations conducted
using social media platforms can be a technical top-
ic that is challenging to fully comprehend.  Training
key stakeholders on the threat, as well as the tools
and strategies to counter it, makes addressing an
influence operation in a timely fashion easier.

Increasing understanding
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1 year before an election

9. Mapping multilateral cooperation mechanisms
can provide links to relevant colleagues and useful
insights into best practices. Many countries are a
part of various multilateral cooperation mechanisms
aimed at countering the threat of election interfer-
ence, disinformation and/or influence operations.
Some cooperation mechanisms study the latest
trends related to electoral interference, while others,
such as the EU’s rapid alert system (RAS)10 estab-
lished in March 2019, focus on enabling joint situa-
tional awareness and facilitating a joint response.

Often, the mechanisms have links to the private 
sector and may serve as useful routes to reach the 
social media platforms. Many countries take part 
in numerous different initiatives, and engagement 
is often led by the Ministry for Foreign Affairs (or 
equivalent). A possible mapping of cooperation 
mechanisms should preferably take place prior to the 
most intense time related to elections.

10. Gathering best practices from peer states can
support understanding of the latest trends in influ-
ence operations. Peer states that have recently held
elections can have valuable experiences and best
practices to share. It is possible that peer states will
have witnessed new trends or tactics worth being
aware of when preparing for elections.

Engagement

Building relationships ahead of an election 
enables a better understanding of the current 
trends and tactics in influence operations. 
Building mutual trust among stakeholders is an 
important aspect of engagement as it lays the 
foundation for further cooperation. 

Many countries are part of a range of initia-
tives aimed at countering the threat of influence 

6 months and closer 
to election day 

11. Being aware of various escalation channels
can facilitate communications. Ahead of an elec-
tion, some multilateral organizations have created
centralized escalation channels through which
social media companies can be contacted. These
serve as a channel for all support requests sent
by countries to social media platforms so they can
take down disinformation or influence operations
that are interlinked, and prioritize requests.

Government practitioners have not always been 
aware of these escalation channels, which conse-
quently risk remaining unused elections. Checking 
which escalation channels a particular country has 
access to and educating colleagues within gov-
ernment on these may prove useful. In many gov-
ernments, foreign ministries will serve as points of 
contact for the escalation channels that are in place 
in multilateral organizations. 

12. Ensuring that colleagues have the right con-
tact details ahead of an election can prove to be
important if an influence operation is detected.
Verifying that contact details for relevant govern-
ment departments and teams are readily available
for the private sector is important. If companies
trying to get in touch with a government are redi-
rected within the government system, it will take
valuable time away from dealing with the crisis and
may prevent a timely response.

operations. Ahead of an election, it is helpful 
to utilize these partnerships to  learn from and 
engage with both the private sector and peer 
nations. Six months before an election, it is 
worth conducting a final check, ensuring that 
all relevant stakeholders have the necessary 
contact details.  
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Conclusion 
Social media companies have become a permanent 
part of the information environment, and govern-
ments should consider taking measures to further 
improve cooperation with them, particularly to 
counter electoral interference.  

Enhancing situational awareness within govern-
ment by creating clear government structures 
enables both a faster response and an improved 
exchange of information. Increasing 

understanding within key government  
stakeholder groups on the threat of influence 
operations on social media platforms, as well as 
enhancing broader awareness in government, en-
ables both early detection and a rapid response. 
Engaging with the private sector is important both 
for understanding their work and for connecting 
with relevant counterparts. 

The actions listed in this report will enable swifter 
detection of information operations and a more 
comprehensive response by improving both the 
exchange of information and the cooperation with 
the private sector. 

Hybrid CoE’s work to  
safeguard democratic 
processes

During the course of 2019 and 2020, the Commu-
nity of Interest on Hybrid Influencing (COI HI) ran 
a project focused on countering electoral interfer-
ence1  in Hybrid CoE Participating States. During 
this work, COI HI hosted meetings, conferences 
and exercises with participants from Participating 
State governments, private sector companies and 
academia. The work focused on finding practical 
solutions to safeguard democratic processes in Hy-
brid CoE Participating States. In these events and 
meetings, new solutions, ideas and creative ways of 
approaching the problem of electoral interference 
were presented by the social media companies 
themselves, by Hybrid CoE Participating State prac-
titioners, and by researchers working on the topic. 
This paper is a synthesis of the key points that 
emerged from this substantial body of work.  

Hybrid CoE’s safeguarding democratic processes 
project will continue in 2021 and further work will 
be published at www.hybridcoe.fi. 

1 A significant part of this work has been funded by the US Department of State’s Global Engagement Center (GEC) through a grant of 500,000 USD 
received by Hybrid CoE in 2018. The grant was used to cover the United States Hybrid CoE participation fee for 2018 and 2019.

http://www.hybridcoe.fi
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• Establishing
a baseline
of activity

• Creating OSINT-
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within 
government 

• Conducting
exercises with
private sector

• Mapping
divisive themes

• Creating a ‘fusion- 
 cell’ or ‘task force’

within government 

• Studying thresholds
and definitions

• Sensitizing stake- 
 holders to the risks

that influence 
operations pose

• Mapping multilateral
cooperation
mechanisms

• Gathering best
practices from
peer states

• Connecting with
government colleagues

• Being aware of various
escalation channels

• Ensuring that colleagues
have the right contact
details

1+ 1 year ahead of elections     6 months and closer
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