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Foreword

The European security environment is becoming increasingly hybrid in nature. In addition to the traditional military domain, security threats are trickling down to all aspects of social life as democratic states encounter threats from actors who are willing and more able than ever before to attack domains not perceived to belong to the core field of security with multiple tools in a creative combination to achieve their goals and push their strategic interests in unacceptable ways.

Analyzing emerging trends related to security and highlighting long-term undercurrents will help us to understand the changing security environment and be better prepared to respond to potential hybrid threats in the future. Being able to read trends allows us to place current events into context, and helps us to distinguish between what is a threat, what looks like a threat but is not necessarily one, and what has the potential to become a threat in the future.

The European Centre of Excellence for Countering Hybrid Threats operates expert pools to support its participating states and the activities of the Centre’s Communities of Interest. The expert pools work as a channel for exchanging information, building connections and gaining a comprehensive understanding of the trends under a specific theme.

These trends are then linked through Hybrid CoE to potential hybrid threats. The expert pools are an ongoing process and provide content for the Centre’s work.

Engaging with the expert pools and the activity relating to them is in line with Hybrid CoE’s founding memorandum of understanding, which states that Hybrid CoE is to act as a hub of expertise, to offer collective expertise and to encourage strategic-level dialogue. This activity should adopt a multidisciplinary and academic-based approach. Hence, the purpose of engaging with the expert pools is not to pursue a single truth, but rather to provide multiple perspectives on current challenges, to provide perspectives on the academic discourse on the topic, and to serve as a background for policymakers. The added value of this work is that it examines the subject from a hybrid threat perspective. Each participating state, the EU and NATO can then consider which facets of knowledge will be most useful for them from their own perspective.

This report is based on Hybrid CoE’s Information Expert Pool’s first meeting, which was held in Helsinki, Finland on 4–5 November 2019. The report has been compiled by Dr. Katerina Tsetsura together with Hybrid CoE Director of Research and Analysis Hanna Smith and Expert Pool Coordinator Emma Lappalainen.
Introduction

The media environment today is increasingly contested and rapidly changing. Geopolitical contestation, as well as an unregulated private media sector and domination by digital platforms, affect the content and quality of information. National information and the media space have become international and are being populated by a wide variety of actors. This new configuration of the information space presents new threats of political interference and influence from both states and non-state actors directed at countries abroad. In the era of hybrid threats, we have experienced profound changes to our security environment. The development of technology, social trends and geopolitical positions has led to a change in the relative effectiveness of the methods and given them new forms. This is also the case when it comes to the information domain, which is very often linked to different activities relating to hybrid threats as well as to priming for more serious action.

This report is based on expert written input from Hybrid CoE Information Expert Pool Members as well as discussions at the meeting held with multidisciplinary experts in Helsinki in November 2019. As a result, four trends were identified:

1. Fragmentation of the concept of truth,
2. Comprehensive changes of media as an industry
3. Hegemony of private media platforms and
4. New technologies that give rise to new tools for interference and influence.

Each trend includes several sub-trends. By identifying the main sub-trends, it is possible to highlight key indicators for understanding the course of each trend.
A key component of the trend of the fragmentation of the concept of truth is that the notion of truth is increasingly contested. There is a plurality of narratives in a culture of individualization, increasing fragmentation, and disinformation. Furthermore, the increased inflow of information has created confusion between opinion, and journalistic, commercial, and politically loaded content.

The increasing amount of disinformation is shaping the information environment. Authoritarian states generate narratives to support their own strategic aims. For them, the emphasis on the individual will create wedges between civil societies and governments. The increased emphasis on the individual is seen in the fragmentation of media and of opinions, as well as in the polarization of politics. Disinformation, fragmentation, and polarization have resulted in a media ecosystem in which it is difficult to separate opinion, facts, and advertisements from one another. Additionally, efforts by authoritarian regimes to create enabling environments for the consumption of government-sponsored media contribute to contesting the concept of truth. There are also challenges in democratic societies that contribute to fragmentation and polarization. These challenges stem from both internal factors and external factors (hostile actors), and what these hostile actors do in their own countries. Therefore, the first trend, Fragmentation of the concept of truth, consists of three sub-trends: 1) disinformation, 2) the construction of an enabling environment by authoritarian regimes, and 3) polarization and fragmentation.

### 1.1 Disinformation

The amount of disinformation derived from foreign actors is increasing. The structural causes are technological (related to the explosion of digital platforms, together with increasingly accessible affordances for content production, dissemination, and amplification) and geopolitical (competitive story-telling, shifting geopolitical realities, weaponization of information, loss of monopoly over the information space, and liberal overreach and counter-reactions to it).

The Kremlin is increasing its information aggression, to which end the budget for its main disinformation-oriented companies has grown by 30 per cent. This data is collected just through the official channels, so it is fair to assume that funding for the disinformation machine is significantly higher (Kalensky, 2019). The infamous troll factory in St Petersburg has been growing in past years, too, and recently the organization and other entities connected to it have been expanding their activities to Africa (see also here) and probably even Asia (Associated Press, 2019; Harding & Burke, 2019; Mackinnon, 2019).

In the Euro-Atlantic information space, both general audiences and decision-makers are becoming increasingly habituated to the prevalence and seeming inevitability of disinformation operations, which makes counteracting this new type of aggression significantly harder. This attitude is dangerous as it ignores the fact that disinformation is a strategic long-term game. As Giles (2019) has described, disinformation operations have varying levels of ambition. The fact that longer-term operations are less sensational and thus fall below the threshold of reaction does not mean that they are harmless. On the contrary, some opinion polls show that these operations have significant effects.¹

Long-term disinformation campaigns, many of which demonstrate technological and psychological prowess, are based on a proven, pattern: repetition of a given message leads to familiarity, and familiarity leads to acceptance (Paul & Matthews, 2016). We see that the pro-Kremlin disinformation ecosystem consistently keeps repeating the same.

---

¹ See articles in this reading list: [https://euvsdisinfo.eu/reading-list/mechanisms/](https://euvsdisinfo.eu/reading-list/mechanisms/)
disinformation narratives (EUvsDisinfo, 2019). Accepting them as a new normal and as an inevitable part of our information environment is a clear win for the information aggressors. The second danger is that accepting some base level of disinformation operations as ‘normal’ will inevitably decrease the determination to counteract them, and to defend ourselves against this kind of information aggression. As a result, other actors are seeing that the West tolerates this type of aggression, and the number of actors using these weapons is duly on the rise. “Organized social media manipulation has more than doubled since 2017, with 70 countries using computational propaganda to manipulate public opinion,” notes a recent study by the Oxford Internet Institute (2019). According to another study from Princeton University, Russia remains by far the most aggressive actor in terms of interfering in other countries’ affairs, and is responsible for three times as many ‘foreign influence efforts’ as all other actors combined (Martin & Shapiro, 2019).

At the same time, people are more confident in their ability to spot disinformation, but are actually less capable of doing so. The IPR Disinformation in Society report found that ‘four in five Americans (80%) feel at least ‘somewhat’ confident in their ability to recognize news or information that misrepresents reality or is false’ (McCorkidale, 2019).^2 While this can be considered good news, it may also be signalling a problem of over-confidence in our ability to detect fake news or AI-generated audiovisual forgeries. Both under-confidence and over-confidence in an individual’s skills in detecting fake content are problematic, and providing these individuals with critical thinking and basic fact-checking skills, and tools to recognize when one might be exposed to disinformation is critical to building societies that are resilient to information-influencing.

From the hybrid threat perspective, disinformation is part of priming the target, and building up the capabilities of the actor behind the disinformation. The coordination behind the repetition of a message is often difficult to detect and needs long-term monitoring in different languages and different geographical locations. This is one of the reasons why disinformation is a useful part of the toolkit in hybrid threat-related activity. Once priming has been carried out successfully, information campaigns can be activated in destabilization attempts. Therefore, all narratives in disinformation can subsequently be used in a more aggressive campaign. Disinformation continues to be one of the main sub-trends feeding into the trend of Fragmentation of the concept of truth.

1.2 Construction of an enabling environment by authoritarian regimes

Authoritarian regimes and actors that espouse authoritarian thinking are known to target democratic state systems with hybrid threat-related activity. The mechanism behind hybrid threats will not work unless the groundwork is well laid beforehand. Authoritarian regimes and actors play an important role in mediating the construction of cultural statecraft (history, culture, religion, language etc.) as an enabling environment to develop the context for actions taken by their governments. This construction happens in three specific ways (which can also be seen as challenges by the West): 1) a systematic effort to discredit traditional leading media that follow Western-based notions of objectivity in journalism and the presentation of at least two sides to every story; 2) a coordinated effort to build alternative mediated reality, through the support of carefully curated media; and 3) an organized effort to support language-specific initiatives to connect a specific culture to a specific country, as in the case of Russia connecting Russian cultural heritage with the country’s position in the world as a leading actor (Tsutsura, 2020a).

The mediated construction of cultural statecraft is an increasingly active effort to engage Russian speakers and non-Russian speakers throughout Europe and the rest of the world in sharing the narratives constructed by Russia’s mediated strategic communication efforts. This is performed through the systematic use of cultural statecraft strategies, combined with cultural diplomacy and the online process of development of what can be

---

^2 Among the social media platforms and according to the same report, YouTube is reported to have the higher score in terms of ‘trustworthiness as an information source’ followed by Facebook.
called MDISS Information (Mediated Distraction In Shared Spaces) (Tssetura, 2020b). Cultural statecraft allows for the building of an enabling environment (Klyueva & Tssetura, 2015b) which facilitates the buying into the narrative of goodwill of Russia as a crusader against Western dominance in the world.

As a result of increasingly systematic work by the Russian government in addressing the requirement of the National Security Concept (2000) to secure the nation’s presence in the global arena, the use of cultural statecraft-related tools to shape an enabling environment in multiple parts of the world has led to the creation of several networks for reaching wide audiences. First, a network for comprehensive online distraction and noise amplification and multiplication has been created and supported (a systematic effort to discredit the mainstream media). Second, a network of government-supported multimedia outlets, both inside and outside the country, is available in major spoken languages (a coordinated effort to build an alternative mediated reality). Third, the creation and support of the Russkiy Mir Foundation, which focuses on global cultural diplomacy efforts, is specifically built on the connection between contemporary Russia and the Russian language and the Russian Orthodox Church (an organized effort to support language-specific initiatives and culture-based activities). The Russkiy Mir Foundation (which translates as the Russian World Foundation), established by President Vladimir Putin and supported by the Ministry of Foreign Affairs and the Ministry of Education and Science, is a quasi-governmental institution that received both private and government funding (Blitt, 2011). In short, Russia might be organizing its efforts to affect those people who are open and susceptible to the Russian ideals.

This usage of cultural statecraft in an effort to shape an enabling environment where different networks are built to support the actors’ strategic aims is not only practised by Russia. Several other authoritarian states have increased their efforts in building different networks and relying on different aspects of cultural statecraft. Furthermore, non-state actors are also becoming significant players in the field of disinformation and building networks based on cultural attraction. This might turn out to be an even bigger challenge in the future than an environment generated by authoritarian states. Hence, it can be argued that the sub-trend of constructing enabling environments is becoming increasingly prevalent.

1.3 Polarization and fragmentation

In democratic systems, we have viewed political polarization as a benefit for democracy as it mobilizes political participation, simplifies the political choice for voters, and strengthens political parties. The political sociological theory of democratic elitism by John Higley and his collaborators in the 1980s directed attention to the social and political preconditions of the stability of liberal democracies. They showed that the basis of the stability of a democratic regime is the forming of an underlying consensus among elites rather than among voters. While this consensus might not extend to values, it covers the norms that concern the operation of democratic institutions. If this consensus is not formed, or unravels, the stability of democracy is imperilled. In today’s society, it seems that polarization, and fragmentation of both the societal and elite levels, are increasing in many countries and the different information environments. To this end, they are highlighted as important sub-trends of the identified trend.

To evaluate the extent of polarization, the public debate may be examined to gauge whether it is an inclusive one, and whether the problems that it addresses are those at the heart of the people and society. From the spirit and character of the public debate, we were able to deduce the degree of polarization and divisions and the weakening of society’s defences from the absence of social cohesion. The divisions are deepening, but not along the traditional left-right lines. Today, we have globalist/cosmopolitan versus nationalist; religious versus secular; urban versus rural; traditional versus modern cultural values; and participatory versus representative democratic models, to name a few. These dividing lines are easier to assist from outside than traditional political ones. Internally born and home-grown polarization in a democratic society is not a threat, but if that process is intercepted by outside actors that see democratic systems as a threat to their own power, the situation changes radically and a threat emerges.
Digital media have served to intensify the trend of polarization and extreme opinions, and offer many avenues for outside intervention. Social media have bolstered “echo chambers”, where people either knowingly or unknowingly choose information and groups with similar interests and mindsets and block out other opinions, arguably even leading to tribal politics. It should be noted, however, that the notion of echo chambers has also been criticized by some scholars (see, for instance, Bruns’ book Are Filter Bubbles Real?, Bruns, 2019b). When such a wide range of information is available, an individual can easily shut out certain channels and only follow those that correspond to their existing perception of the world – be it based on fact or opinion. This can also happen unwillingly, simply through the algorithms that recommend content to users based on what they have previously consumed, pointing to a cognitive vulnerability being created. For instance, a recent study found that Twitter users are, to a large degree, exposed to political opinions that align with their own (Merilainen-Tenhunen, 2018).

Today, the problem is that the content is lacking for the user and, due to non-transparency, the media can also be accused of manipulation or of spreading strictly commercial news (Tsetsura & Kruckeberg, 2017). It is becoming increasingly difficult to detect manipulation. This deepens polarization and has resulted in decision-making problems. Studies have also shown that opinions and individuals have been targeted and manipulated by algorithms and bots to increase this polarization effect (see the Computational Propaganda Project, 2020).

Responding to the threat requires political consensus and cooperation at the elite level first and foremost. However, significant lobbying bodies aim at the contrary. Conservative Christian movements are tightening their networks and are directing significant amounts of funding into media operations that spread climate change denialism, disseminate hate speech against experts and journalists (females in particular), and are actively seeking collaboration with like-minded governments. In Estonia, for example, a strong polarizing discourse between Estonian speakers and Russian speakers is manifested in the narratives about WWII. The more the Russian-speaking population is targeted with such narratives, the more polarized the opinions become as they feel that an alternative identity is being created for them.

This all points to the fact that the distinction between fact and opinion is becoming blurred and we are facing a return of ideological media. This time, however, it is not clear what is ideological and what is not. As Pomerantsev (2019) argued, the belief that truth is out there if one looks for it hard enough has been replaced by an “ersatz reality”, which works to extend the notion of subjectivity into all realms of knowledge. Living in an era when “nothing is true and everything is possible”, as the title of another book by Pomerantsev (2015) declares, might be a new global reality for which the Western world needs to be well prepared. This does not necessarily mean that people would not value facts, but rather that an increasing number of citizens might be more susceptible to disinformation due to the compression of time and space in information distribution and verification. This is a fruitful terrain for hostile outside interference.

3 Tribal politics means following a particular path of policies more associated with a political party dogma rather than the general good of the country and all of its people.
Issues and indicators for trend monitoring

Actors: How can disinformation by internal and external hostile actors be separated in detection?

Tactics and methods of disinformation:
The familiarity of a message is a key factor in disinformation, and repetition leads to acceptance. How can patterns of repeated messages be recognized? Polarization and fragmentation research within a country will enable our understanding of potential vulnerable targets for disinformation operations.

Instruments and processes: Authoritarian regimes work meticulously to create enabling media environments for distributing strategic narratives. Cultural statecraft tools need to be monitored to understand how these enabling environments are being created.

Trends to watch: An increase in the plurality of narratives creates confusion and blurs the lines between news media and commercial, opinion-driven, and ideological content. How do internal and external hostile actors use this blurring line to their advantage? How does the compression of time and space affect citizens’ ability to be critical towards media content?
2. Comprehensive changes of media as an industry

The second trend is the comprehensive change of media as an industry, reflected in the fact that we are living in a changing media and information ecosystem. As faith in traditional media institutions is fading, we might soon experience a version of a collapse of the expert system, with new loyalties being created to individuals and groups rather than to nation-states and supranational structures. This media and information ecosystem is being dominated by large digital platforms, whose domination has implications for the accessibility to and affordability of quality information, making it increasingly difficult to attribute sources of information, and to hold someone accountable. Interconnectivity through networks is increasing the speed and scope of information circulation and amplification, and visual discourse is now preferred at the expense of text. The media industry is becoming increasingly dominated by money flows and by an increasing number of state and non-state actors, as well as by influential individuals.

Television and the mainstream media in general are going online. Broadcasting via satellite and terrestrial digital broadcasting are becoming outdated. The future of broadcasting is via the internet. This means that the public will be even more exposed to all kinds of media content, and monitoring and limiting content may be challenging. Democracies can be challenged by fake news and disinformation content emanating from a wide range of sources.

One change in the media industry is consumers’ increasing reliance on visual information, particularly among younger generations, and the increased use of big data-driven and algorithmic learning (machine learning and artificial intelligence) to identify, manipulate, and disseminate (audio-)visual information. A recent Reuters digital news report shows that visual platforms (such as Instagram) are increasingly relevant – particularly for young media users (Newman, Fletcher, Kalogeropoulos, & Nielsen, 2019), who are increasingly acquiring information via (audio-)visual media (vom Orde & Durner, 2019). The NGO Lie-detectors (www.lie-detectors.org) reported that younger consumers in particular are using visual media and are “barely [engaging] with the accompanying text” (Reppert-Bismarck, 2019, p. 9). The visualization of communication habits is also mirrored in the emergence of live-streamed terrorist attacks, such as those in 2019 in Christchurch, New Zealand, and Halle, Germany. It is likely that journalists (and possibly politicians) will increase their engagement with this visual and audio content.

There is clearly a generation gap. Younger generations seem to be quite good at spotting visual cues for “fakes” (Reppert-Bismarck, 2019, p. 9), but this might not be true of all generations and all intermediaries (namely politics and the media). Furthermore, an indirect effect might be the fueling of distrust towards all visual content. There is a considerable risk that attempts to combat the spread of contaminated visual information – if employed rapidly – will fuel censorship, threaten artistic freedom, and contribute to even greater distrust among the public. But there are many ways in which democratic societies can combat this problem, without giving up their values (Kalensky, 2019). Hence, there is a need to foster individuals’ democratic resilience.

The trend of this comprehensive change in the media industry has the following sub-trends: 1) financial flows, 2) diminishing quality of journalism, and 3) the emergence of new actors.

2.1 Financial flows

The financial flows of the media business industry are not always clear. Media monopolies on the one hand and government control (overt or covert) on the other create further challenges for independent media systems worldwide. Many journalists,
particularly in authoritarian regimes, leave their jobs in fear of their lives or simply because they can no longer afford to support their families on a journalist’s salary (Klyueva & Tsetsura, 2015a). Harsh economic conditions, as well as increasingly blurred lines between journalism and native advertising (sponsored content) in many countries around the world, often push journalists to work as freelancers. As a result, their work is funded by outside sources, either knowingly or unknowingly to the journalists themselves (Tsetsura & Kruckeberg, 2017). For example, the funding of private content creators who have their own YouTube or Instagram channels is difficult to trace. More broadly, media non-transparency is on the rise worldwide, and growing concerns about non-transparent media practices are being addressed by many groups (Tsetsura & Kruckeberg, 2017).

Furthermore, private firms finance content through new forms of hidden commercials, without regard for the values they are financing. Although discussions about ethical issues within native advertising are increasingly common among advertisers, large advertising firms, and media-related NGOs, such as initiatives by the Center for International Media Assistance, the Ethical Journalism Network, Omnicom, Procter & Gamble (Pritchard, 2020), and Reporters Without Borders, among others, disagreements still exist over who should establish guidelines and monitor the implementation of such guidelines.

2.2 Diminishing quality

The quality of journalism and news in general is suffering. Increasingly, news stories are being produced by individuals – bloggers, social media influencers and “citizen journalists” – who do not always have a background in journalism. Furthermore, funds for mainstream media are decreasing, leading to the media ecosystem being taken over by foreign media outlets and social media platforms, which has allowed authoritarian media giants to gain access. Content suffers when news content is produced by a wider variety of actors, such as bloggers and live streamers. Increasingly, quality content is only available behind a paywall, discouraging a mass audience from reading it when free content is available. Eventually, as mainstream journalism loses its market share, less of it will be available because rigorous journalism requires resources to have a sustainable business model in order to be financially sustainable. A base level of subscribers must be maintained, even if not everybody can afford access to verified hard news stories and analyses that are produced by reputable media outlets.

2.3 New actors

Big media corporations and digital platforms are taking over and are likely to exert a significant influence over global media trends. These platforms are not the ones that define the content, but their business models, data collection and personalization functions influence which content circulates the most and gains the most amplification and impact. As such, they might become the creators and providers of common narratives for millions of people. Such influence will have a particular impact on small open-democratic countries, although similar trends are also seen in large, established democracies, such as the United States. Local media might no longer be able to compete with big corporations and platforms, creating an opportunity gap in the creation and distribution of narratives among the public. Authoritarian regimes will certainly try to fill this gap with their own narratives (Sputnik and international variants of China Daily are good examples) (Filipova & Galev, 2018).

It is likely that new US players, such as Netflix and Amazon, may soon dominate the global entertainment landscape. They will create global narratives for a very narrowly targeted yet wide scope of audiences. Although Netflix and Amazon are focused on entertainment and not news media per se, other media players are taking note of how to combine entertainment value with news delivery. In global news distribution, undemocratic regimes might be actively present in the media field. They are presented through media that are portrayed as being independent but that are fully funded and connected to authoritarian states for the purpose of serving their strategic interests. For instance, Sputnik provides information in different local languages and, in the eyes of local audiences in small countries, it might be regarded as a legitimate source of information (Rutenberg, 2017). Some
populations may be more susceptible to Russian information operations than others. RT’s efforts are not limited to Western states (Kalensky, 2020). For example, in Central Asia and in the US, RT is widely accessible and is seen as a source of information (Rutenberg, 2017). Both Sputnik and RT serve the Russian state.

However, not all Russian actors in the media space should be labelled as state propaganda or fake news. The development of Russian civil society and the strengthening of democratic values within Russia are very weak but worth noting, although the hope that they might eventually reduce the Kremlin’s dominance in the Russian information environment should not be high (Kalensky, 2019).

An immediate implication for the West is that it is necessary to distinguish between different Russian information sources, one being media under the control of the political regime, and the other, albeit small, being the opposition to that regime, providing high-quality media content. These two information sources have different impacts on the information environment in EU/NATO member states. The Kremlin’s controlled media influence largely has a strategic aim to advance Russia’s strategic interests by all ways and means and to ensure that democratic countries are seen as being intent upon hurting Russia and trying to cover up their own weaknesses. Therefore the feeble independent media in Russia might have a limited but positive impact on the promotion of democratic values, countering the Kremlin’s influence among local and global Russian-speaking audiences (Free Press Unlimited, 2020).

---

**Issues and indicators for trend monitoring**

**Fading transparency of the media industry:** What gaps, uncertainties, and weaknesses do hostile actors use in the changing media landscape?

**Rise in media non-transparency:** Media monopolies, government control, and blurring lines between journalism and native advertising are growing. How can governments create initiatives to combat disinformation within the blurring lines of disinformation and native advertising?

**Diminishing quality:** How do hostile actors exploit the trend of a decrease in quality journalism? Are individual bloggers, social media influencers and “citizen journalists” being harnessed for strategic purposes?

**Competition opens up influence gaps:** Big media corporations and digital platforms are taking over the local media space, opening it up to information operations by hostile actors.

**Trends to watch:** Faith in traditional media institutions is waning. The domination of the media environment by large digital platforms makes it increasingly difficult to attribute the sources of information, and accountability duly becomes more difficult. How effective are hostile states in exploiting this difficulty?
Private digital platforms are becoming increasingly powerful in the information ecosystem. However, companies such as Facebook, Twitter and YouTube have continually been criticized for not doing enough to prevent harmful content on their platforms (Cassidy, 2016; Dwoskin, Whalen, & Cabato, 2019). Additionally, they have been criticized for not being accountable and transparent in their operations (Frenkel et al., 2018). New regulations must be developed to enable transparency and accountability. New digital media platforms are growing in size and becoming prevalent platforms for sharing and disseminating news. Sharing news has become as important as producing it, because sharing of this sort is a sign of belonging to a certain group. Mainstream media still contribute to the distribution and dissemination of information, but this task is increasingly being taken over by individuals on digital platforms. Thus, the transfer of advertising money from mainstream media to digital platforms has taken place. In addition to news outlets, contemporary digital users also create the content. Anyone can be followed, and anyone’s information can easily be shared. This third trend of the Hegemony of private media platforms has two sub-trends: 1) a power shift to individuals and micro-influencers, and 2) regulation challenges.

3.1 Power shift to individuals and micro-influencers

Today, influence does not necessitate working for a credible agency or having a proper education. Anyone can become influential on social media by providing content that meets the needs of the public. Anyone can become an influencer, even an avatar figure or someone who does not exist in reality (e.g. Lil Miquela, a fictional digital character, who is a Brazilian-American model and singer and a popular Instagram influencer with almost 2 million followers, created by a digital marketing agency). Power is increasingly shifting to micro-influencers, while social media influencers are not as identifiable and relatable. Some influencers are also establishing independent platforms to reach their audiences. Actors using smaller, independent platforms are also more difficult to investigate, including the transparency of their financial background and motives. Moreover, micro-influencers often use visual materials and other elements that are difficult to investigate. For instance, humour is something that is difficult to fact-check, but is very powerful. An individual can feel a sense of belonging by identifying with a group that gets the same jokes. Even if used by an outside actor for political or malign purposes, humour can easily be brushed off as “only humour”, despite having a significant effect on the target audience.

3.2 Regulation challenges

It can be increasingly difficult to hold private and powerful actors accountable. Social media platforms have launched vague research initiatives that have been heavily criticized for merely paying lip service to resolving the problem (Salim, 2019). More openness should be demanded of social media, for example in its use of algorithms and its grounds for blocking certain content or accounts, but not others. Although social media companies have a vested interest in appearing to be “tough” on orchestrated disinformation campaigns, as in November 2019 when Facebook announced that they had removed 5.4 billion fake accounts during 2019 (Fung & Garcia, 2019), they also have a clear economic stake in limiting independent investigations that could result in bad press. Twitter and Facebook have launched highly selective and limited initiatives that insufficiently address the need for investigation, and that have insufficient independence from the companies (Bruns, 2019). On top of this, Social Science One, a Facebook collaborator on the initiative to investigate the effect of social media on democracy and elections, recently threatened to pull out of...
the project because of repeated delays from the company (Bruns, 2018). Journalists in the USA have expressed deep frustration with Facebook’s unwillingness to cooperate transparently (Levin, 2018). Moreover, although it is possible to succeed in influencing Western companies to take some measures to curb the spread of disinformation, there are also companies, such as TikTok (which originated in China), or Telegram (which is based in Russia and has considerable regional importance in the post-Soviet space), that might not yield to such pressures. The recent election in Taiwan serves as a timely reminder about the other possibilities that hostile actors have besides Facebook (or similar platforms) (Stop Fake, 2020). Overall, the threat of disinformation campaigns and foreign interference has only grown in recent years.

In response to scandals surrounding Cambridge Analytica and the Russian Internet Research Agency, tech firms have closed down their APIs (Application Program Interfaces) to external developers, including researchers and journalists. While the now-closed APIs were never ideal for research (Venturini & Rogers, 2019), scholars argue that their disappearance, with no alternatives in place, will severely limit future research about topics such as computational propaganda, while not substantially addressing the privacy concerns that the companies claim to mitigate (Bastos & Walker, 2018; Bruns, 2019a). Independent research is sorely needed, and scholars are realizing that legislation might be the only way to ensure it. Rather than enabling more investigative work by scholars and journalists, social media companies have increasingly limited the opportunities for studying their platforms, despite growing global threats from propaganda operations (Bradshaw & Howard, 2019). At the same time as social media platforms are gaining more influence, they are also avoiding responsibility and accountability. Selling media space to those who pay the price, regardless of what the content is, might not be the best practice for achieving transparency. Social media are currently restricting investigations into their activities, thereby reducing transparency (Kang & McCabe, 2019).

Issues and indicators for trend monitoring

**Actors:** Private digital platforms are key actors in the information ecosystem, especially in the prevention of harmful content on their platforms.

Microlevel-influencers provide content that appeals to audiences’ needs, and anyone can become an influencer today. Micro-influencers are also starting their own independent media platforms. How can financial disclosure and all of the motives of micro-influencers be made transparent?

**Transparency and accountability:** How can liberal democratic states collaborate with large and micro-level private digital platforms to develop regulations on transparency and accountability that match the requirements of the traditional news media? What will the future of news media look like?

**Trends to watch:** The increasing number of micro-influencers increases the amount of personalized information-sharing. At the same time, it becomes more difficult to be assured of the transparency of information. Can hostile actors use micro-influencers to disseminate their narratives? How can liberal democracies collaborate with micro-influencers – and should they?
Digital technology and the production, distribution, and amplification of content are more widely available than ever, and are advancing more rapidly than before. Such “democratization” of digital communication technology means that the creation of high-quality or semi-professional digital audio-visual content, developments in artificial intelligence for the generation of fake news articles and audiovisual forgeries, and the possibility of rapidly disseminating content through social media and live-streaming platforms for virtually anybody with some basic digital skills are the new reality. Coupled with the growing hegemony of digital media in the information space, trans-Atlantic populations will be increasingly vulnerable to targeted hostile communication campaigns. Digital channels have emerged as a reserve for the collection of data and information on individuals that can be used for micro-targeting, either for commercial use or as planned, targeted influence communication campaigns by a hostile actor. Such micro-targeting further complicates the transparency of news and the information flow and can be used to circulate disinformation and deepfakes. Therefore, the fourth and final trend analysed is New technologies that give rise to new tools for interference and influence. The trend highlights two sub-trends: 1) cheap fakes and deepfakes, and 2) micro-targeting.

4.1 Cheap fakes and deepfakes

Deepfakes are a rather new but nonetheless prominent threat. The fear is that deepfakes will revolutionize deception and fake news, destroying the credibility of news organizations and manipulating elections. The term deepfake is usually associated with technologies that can manipulate video so that someone appears to be saying or doing things they have never said or done. Thus far, the quality of these fakes is, at best, mediocre and easy to spot; however, some high-end fakes are already available.

Today, many journalists would say “no video, no story”, regarding video as an essential part of any news story, just as photographs used to be. Photographs have long been manipulated, a tactic that became widespread in Soviet times (Blakemore, 2018); however, society in general was aware of this and dealt with it accordingly. Why then are we unable to handle video manipulation in the same way, especially when we consider – as some correctly claim – that video is more influential?

Currently, we have little experience with fake videos although the number of manipulated photos and videos doubled in 2019 (Morris, 2019). A video featuring a slow-motion Nancy Pelosi recently drew much attention, but was quickly debunked (Harwell, 2019). We could draw a comparison with other fakes, such as fake or manipulated emails or messages. When someone hijacked AP’s account and tweeted that President Obama had been wounded in an attack on the White House, the US stock market immediately lost 136 billion USD in value (More & Roberts, 2013). That attack lasted for seven minutes before it was corrected. If a video of an important person, say a head of state, appears with controversial content, how long will it take for the target to issue a correction or for analysts to technically reveal the manipulation? It is difficult to see how fake videos could be misused long enough to influence an election or otherwise help someone gain political influence.

Information ambushes have been used for political purposes even without deepfakes. In 2017, for example, someone hacked into the account of the Qatari news agency and issued statements supportive of Israel and Iran, which Qatar’s neighbours used as a pretext for isolating...
the country (The Telegraph, 2017, May 24). Qatar’s ambassador to Washington was also hacked and emails quoted in support of the story (Ahmed, 2017). Some years earlier, in 2008, Russia invaded parts of Georgia, cut off telecommunications, conducted Distributed Denial-of-Service (DoS) attacks on key mail accounts and websites, and flooded the world with claims of Georgian violence and atrocities (Karlsen, 2016).

These are cases of what can be described as an information ambush, in which manipulated information is used to move fast-forward, make an excuse for certain action, and create a fait accompli. Such manipulation can use all sorts of fakes and hacks, and deepfakes will certainly be another useful option. However, it is unlikely that deepfakes, if they have any importance, will survive scrutiny for long. Recent efforts against the use of deepfakes are promising (Morris, 2019) so it would appear that they are not in a position to change the course of elections, at least for now. However, the information domain has fostered tremendous creativity through the use of technology and once one form or format has been effectively detected or countered, the trend has been for new forms to emerge. One of the new formats could be audio fakes, which are easy to produce and harder to verify than video material.

### 4.2 Micro-targeting

Also referred to as “micro-targeting”, “narrowcasting”, “hypertargeting” and “pinpoint propaganda”, the proliferation of the Internet of Things (IoT) – together with developments in online big data surveillance and behaviour-tracking, artificial intelligence (AI), and machine learning (ML) – is supporting the emergence of highly-targeted information operations, or what can best be described as hyper-personalized influence targeting (HPIT), to achieve not only military and geopolitical objectives, but also commercial, electoral, political and civic aims. Components of this technology have already been employed with varying degrees of sophistication and success in Ukraine, Syria, the US, the UK, and China.

For example, during the 2014 Maidan protests in Kiev and along the line of demarcation in eastern Ukraine (2014 to present), Russian forces have combined traditional electronic warfare (EW) equipment, commercial drone (UAV) technology, and/or IMSI-catchers (mobile cell tower imitators) with psychological operations and social engineering techniques to target and intimidate civilians, as well as to undermine soldier morale by surreptitiously sending inflammatory messages and facilitating kinetic/lethal targeting. Similar methods and technology have been employed by government forces in Syria to send SMS text messages to both the civilian population and the Syrian Democratic Forces (SDF) in specific geographic locations (nationwide dissemination), while the Chinese government has used targeted, paid advertisements on Twitter – directed towards a specific set of potentially influential users – to shape the perceptions of international audiences (the Hong Kong protests) (Lauder, 2019; Wood, 2019; Doffman, 2019; Williams, 2016). In one of the most sophisticated information campaigns, Cambridge Analytica – a private political consultancy working on behalf of various political organizations and lobby groups – employed advanced data-mining and analysis techniques with psychometrics and relatively new psychological profiling techniques, based on the ‘big five’ (OCEAN) personality index, to amplify and reinforce attitudinal preferences and to solidify favoured voting behaviour (US presidential elections, and Brexit). Similar, albeit less sophisticated, techniques were employed by the Internet Research Agency (IRA), a private media firm operating on behalf of the Russian government, to send inflammatory messages via Facebook, Twitter, and Instagram (and other social media platforms) to US citizens leading up to and during the 2016 presidential campaign, largely in an attempt to amplify social discontent, provoke violence, and undermine the electoral process (Thompson & Lapowsky, 2018). However, rather than being the pinnacle or the quintessence of influence, these examples merely represent an early stage of the technological and social scientific evolution of HPIT. It is posited that future applications of HPIT will be much more nefarious and insidious, and hence difficult to identify and to counter.

Hyper-personalized influence targeting has significant disruptive potential for the EU and NATO and their member states for several reasons. First, due to its relatively low cost, it is anticipated that the technology underpinning HPIT will be accessi-
ble to both state and non-state adversaries, or the technology will be available via lease agreements as a "service package" offered by third parties, such as commercial entities (for example, political consultants and public relations companies). Second, advancements in AI, as well as psychometrics and the underpinning psychological and sociological models, will enhance both the accuracy and efficacy of the message. In other words, the campaigns will be individually tailored and will duly have a high degree of resonance and affect. Third, advancements in this technology will allow hostile actors to design and conduct HPITs on an industrial scale – essentially fusing, or at least blurring, the traditional conceptual divide between the tactical and strategic levels. In other words, vast target audiences will be bombarded with individualized messaging (that is, tactical psy-ops meets strategic communications). Finally, it is expected that HPIT will be employed most often by hostile actors under the threshold of war, or what is often referred to as *Phase 0 operations* or *grey zone conflict*, to essentially exploit an area of the spectrum of conflict in which Western governments currently lack the policies, political will, and organizational structures and capabilities to both sense the *information attack* and to respond appropriately. As a result, target audiences residing in Western countries might remain vulnerable to exploitation by hostile actors, and Western countries may be helpless, or at least limited in their ability, to respond effectively.

Targets of manipulation can be examined on the macro level of societies (such as the media and governments), on the level of social groups (including extremists), and individual users. Fabricated or contaminated visual information can be intended to distort perceived public opinions (including indirect manipulations via “source hacking” journalists or politicians) (Donovan & Friedberg, 2019), to enhance tensions between social groups, to weaken societal cohesion (such as hateful memes rooted in fringe web communities) (Zannettou et al., 2018), or even to micro-target individuals for political purposes.

**Issues and indicators for trend monitoring**

**Leveraging new technology:** The number of photo and video manipulation examples is rising. How will hostile actors use AI and other technological advances to make manipulations appear more authentic? How can we detect cheap fakes and deepfakes?

**Ambush:** Information ambushes are used as a tactic for making an excuse for action. How can information ambushes be detected and deterred?

**Micro-targeting:** How can nation states gain knowledge early on of hyper-personalized influence operations?

**Trends to watch:** Macro-, social group- and individual citizen-level target analysis of hostile actors.
Conclusion

This trend report on the contemporary information environment has taken a closer look at four trends that emerged during discussions at the Hybrid CoE Information Expert Pool meeting in November 2019. The trends are: 1) Fragmentation of the concept of truth, especially as it relates to social trends and new ways in which information flows; 2) Comprehensive changes in the media as an industry; 3) The increasing hegemony of private media platforms that now compete with outlets, which are still referred to as the traditional media; and 4) New technologies that give rise to new tools for interference and influence. These trends are key features of Disinformation 1.0 and are a confluence of the human contribution (that is, tailoring strategic messages and perceived ownership of shared messages) and the digital technology that is used to produce and amplify it. The resulting flow of content is neither true nor false in its entirety, but is merely algorithmic, big data-driven, continuously multiplying and morphing, and thus, ultimately, evading the control of its original source. It also builds on the efficient monetization of users’ engagement, attention, and emotions (economies of attention).

We are currently living, communicating, and making decisions in a completely new information and media environment in which disinformation has become a continuous and diffuse process. This disinformation structure is rapidly developing and is improving as we speak (hence, we do not call it Disinformation 2.0 or Disinformation 3.0, 4.0, and so on – but rather, Disinformation 1.0).

From the hybrid threat perspective, Disinformation 1.0 is a confusing mix of strategic messages stemming from state and non-state actors (frequently disguised and hard to attribute) that consider the democratic state system to pose a threat to them. It is combined with advertising from commercial entities and mis- and dis-information that is disseminated by aware or unaware regular users. In this environment, the conflicts of popularity and perceptions are beginning to merge with real-life conflicts and divisiveness (Singer & Brooking, 2018), leading to increased online and offline polarization on social, economic and ideological grounds. In fact, online and offline instances of polarization crucially feed each other toward a point of no return to rational debate – “a paradise not just for fake news but also for extreme views” (Ferguson, 2017), and a binary world in which there is little room for ambivalence. When outside actors with the mentality to undermine and hurt the target start to use this information domain’s “paradise”, an unhealthy polarization occurs that can lead in the worst case to the destabilization of a state. This unhealthy polarization creates an “us versus them” mentality (Bremmer, 2018) that amplifies engagement with politically-biased fake news, exacerbates negative emotions, and leads to a generalized zeitgeist of indignation and suspicion, in which the sensational coverage of deepfakes makes even real news seem fake. This generalized spread of confusion hinders healthy debate in society and negatively affects governing and decision-making processes, as well as security and diplomacy.
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